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Abstract. We consider a class of semilinear Volterra type stochastic evolu-
tion equation driven by multiplicative Gaussian noise. The memory kernel,

not necessarily analytic, is such that the deterministic linear equation exhibits
a parabolic character. Under appropriate Lipschitz-type and linear growth
assumptions on the nonlinear terms we show that the unique mild solution
is mean-p Hölder continuous with values in an appropriate Sobolev space de-

pending on the kernel and the data. In particular, we obtain pathwise space-
time (Sobolev-Hölder) regularity of the solution together with a maximal type
bound on the spatial Sobolev norm. As one of the main technical tools we
establish a smoothing property of the derivative of the deterministic evolution

operator family.

1. Introduction

We consider a stochastic evolution equation of Volterra type driven by multi-
plicative Gaussian noise given in the Itô form

(1.1)
du+

A

t∫
0

b(t− s)u(s)ds

 dt = F (u)dt+G(u)dW, t > 0,

u(0) = u0.

The process {u(t)}t∈[0,T ], defined on a filtered probability space (Ω,F,P, {Ft}t≥0)
with a normal filtration {Ft}t≥0, takes values in a separable Hilbert space H with
inner product (· , ·) and induced norm ∥ · ∥. The process W is a nuclear Q-Wiener
process with respect to the filtration with values in some separable Hilbert space U .
The operator A : D(A) ⊂ H → H is assumed to be linear, unbounded, self-adjoint
and positive definite. The main example we have in mind for A is the Dirichlet
Laplacian on H = L2(O), where O ⊂ Rd is a spatial domain with smooth boundary.
Throughout the paper the kernel b is kept as general as possible but so that the
deterministic, linear, homogeneous version of (1.1) exhibits a parabolic character.

In particular, we assume that the Laplace transform b̂ of b maps the right half-plane

into a sector around the real axis with central angle less than π, and b̂ satisfies some
regularity and growth conditions, see Assumption 2.4 and Remark 2.5 for the precise
conditions on b. One of the important kernels that satisfies this assumption is the
tempered Riesz kernel b(t) = 1

Γ(ρ−1) t
ρ−2e−ηt, where 1 < ρ < 2 and η ≥ 0. The main
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goal of the paper is to extend the results of [10] and [17], where SPDEs without a
memory term are considered, to the solution of (1.1) under analogous, appropriate
Lipschitz and linear growths assumptions on f and G, see Assumption 2.8. That
is, in Theorem 3.3, we prove existence, uniqueness, and mean-p Hölder regularity
in time with values in fractional order spaces Ḣβ associated with the fractional
powers of A (see, subsection 2.2). Then corresponding pathwise regularity results
immediately follow, see Corollary 3.6.

There are several approaches to stochastic partial differential equations and then
of course to Volterra type stochastic partial differential equations as well. Firstly,
one chooses a framework for infinite dimensional stochastic integration. One pos-
sibility, as in the present paper, is to choose abstract stochastic integration theory
in Hilbert spaces, such as in [6] and [20]. Then, one has the option to consider
a semigroup framework from [6] with a suitable state space that incorporates the
history of the process as, for example, in [1, 2]. In the latter papers existence and
uniqueness is established for a class of semilinear Volterra type SPDEs with multi-
plicative noise under partly more general and partly more restrictive assumptions
then in this paper and space-time regularity is not investigated.

The other option for defining solutions to (1.1), which we also choose to follow, is
the resolvent family approach of Prüss [22] based on the Laplace transform. This has
been mainly used to study linear equations with additive noise, see [4, 11, 12, 13, 23],
with the exception of [3] and [14] where a semilinear equation with additive noise
and, respectively, multiplicative noise is considered. All these papers are mainly
concerned with existence and uniqueness, and not so much with regularity, apart
for some limited analysis in the linear additive case [4, 23].

Finally, an other possibility is to use Krylov’s approach for stochastic inte-
gration in case H is specifically L2(O) space (more generally Lp(O)) where sto-
chastic integrals are taken pointwise. This approach is taken, for example, in [5]
where a semilinear Volterra type equation is considered with the specific kernel
b(t) = 1

Γ(ρ−1) t
ρ−2. There the authors obtain regularity results (but not pathwise

ones) which are the same flavour as ours as they show a balance between spatial
and temporal regularity. However the results there are rather difficult to compare
with ours because the different framework as it is also pointed out there.

The paper is organized as follows. In Section 2 we introduce notation, collect
some necessary background material and state the main assumptions on the data
in (1.1). In Section 3 we first introduce the mild solution concept. Theorem 3.3
contains the main result of the paper by establishing existence, uniqueness and
space-time regularity of the mild solution of (1.1). The proof uses a fixed point
argument in a space of low regularity together with a regularity bootstrapping
to obtain the highest possible regularity. The key result for the bootstrapping
argument is stated in Proposition 3.2. The section further contains a pathwise
space-time regularity result (Corollary 3.6) and ends with Subsection 3.1 where the
special case additive noise is discussed. The latter is in fact important as maximal
type space-regularity for the linear equation is often assumed when handling the
nonlinear equation, see, for example [1, 3]. Hence, in Corollary 3.9, we provide
a class of convolution kernels b and give conditions on Q so that it holds. In
Subsection 3.1 we also demonstrate that the abstract framework of the paper is
flexible enough to accommodate even additive space-time white noise, see Remark
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3.10. This is a new feature compared to the regularity analysis of [10, 17] for the
memoryless case.

The Appendix contains some technical results on the resolvent family {S(t)}t≥0

of the linear, deterministic, homogeneous equation. We would like to highlight the
smoothing property (4.10) of the derivative Ṡ which is interesting on its own due
to the generality of b. The proof relies on Lemma 4.3 where certain estimates on
the second derivative of the corresponding scalar equation is derived.

2. Preliminaries

In this section we collect some background material, introduce notation and state
the main hypothesis on the data in (1.1).

2.1. Infinite dimensional stochastic background. Let Q be a positive semi-
definite bounded linear operator on some Hilbert space U with finite trace. Let
{W (t)}t≥0 be a U -valued Wiener process with covariance operator Q (Q-Wiener
process for short) on a probability space (Ω,F,P). We equip the probability space

with the normal filtration generated by W . Let Q
1
2 denote the unique positive

semidefinite square root of Q. The so-called Cameron-Martin space is defined as
U0 := Q

1
2 (U) with inner product

(u0, v0)U0 = (Q− 1
2u0, Q

− 1
2 v0)U , u0, v0 ∈ U0,

and induced norm ∥ · ∥U0 , where Q
− 1

2 denotes the pseudo inverse of Q
1
2 in case it is

not one-to-one. Let L0
2 denote the space of Hilbert Schmidt operators T : U0 → H

endowed with the norm

∥T∥2L0
2
=

∞∑
k=1

∥Tfk∥2

where {fk} is any orthonormal basis for U0. The next result is a generalized version
of Itô’s Isometry which can be found in [6, Lemma 7.2]. The version cited here is
adopted from [17, Lemma 3.3].

Proposition 2.1. Let p ≥ 2 and {Φ(t)}t∈[t1,t2] be a L0
2-valued predictable process

such that ∥∥∥∥∥
(∫ t2

t1

∥Φ(s)∥2L0
2
ds

) 1
2

∥∥∥∥∥
Lp(Ω;R)

< ∞.

Then, there is C(p) > 0 such that∥∥∥∥∫ t2

t1

Φ(s) dW (s)

∥∥∥∥
Lp(Ω;H)

≤ C(p)

∥∥∥∥∥
(∫ t2

t1

∥Φ(s)∥2L0
2
ds

) 1
2

∥∥∥∥∥
Lp(Ω;R)

.

Remark 2.2. In practice, one usually starts with some covariance operator Q̃ : H →
H not necessarily of trace class to describe the correlation structure of the noise.
Here H is the same Hilbert space where the solution u is defined. One then chooses
a Hilbert space U and an embedding J : Q̃

1
2 (H) → U such that J is a Hilbert-

Schmidt operator. This is always possible. Then, in a standard way, one can
define a Wiener process with values in U with the trace-class covariance operator
Q := JJ∗ using an orthogonal series and independent Brownian motions. What is
more important though is that the Cameron-Martin space of JJ∗ is isometrically
isomorphic to the Cameron Martin space of Q̃. Therefore, while the Wiener process
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W has values in some Hilbert space U which can be chosen many ways, the space
of processes that one can integrate with respect to W and the integral itself is
independent of the choice of U and the embedding J . For a particular instance of
this construction, we refer to Remark 3.10.

Finally we recall a version of Kolmogorov’s continuity theorem which is a simpli-
fied version of [18, Theorem 1.4.1]. To measure time regularity of functions defined
on an interval [t1, t2] with values in a normed space B with norm ∥·∥B we introduce
the Hölder spaces Cα([t1, t2];B), 0 < α < 1, equipped with the seminorm

∥f∥Cα([t1,t2];B) = sup
s,t∈[t1,t2]

∥f(t)− f(s)∥B
|t− s|α

.

Proposition 2.3. Let {X(t)}t∈[0,T ] be a stochastic process with values in a Banach
space B. If, for some α, p > 0 with αp > 1 we have that X ∈ Cα([0, T ];Lp(Ω;B)),

then X has a continuous modification X̃ with X̃ ∈ Lp(Ω;Cβ([0, T ];B)) for all

β < α − 1
p . Furthermore, if X(t0) ∈ Lp(Ω;B) for some t0 ∈ [0, T ], then X̃ ∈

Lp(Ω;C([0, T ];B)).

2.2. Assumptions. We make the following assumption on the convolution kernel

b. Recall that a kernel b is k-regular if its Laplace transform b̂ satisfies

|λ|j |b̂(j)(λ)| ≤ C|b̂(λ)|
for all Reλ > 0 and all 0 ≤ j ≤ k and some C > 0 (see, [22, Definition 3.3]). It

is sectorial of angle less than π/2 if sup{|arg b̂(λ)|, Reλ > 0} < π/2. Finally, the
kernel b is called k-monotone (k ≥ 2) if b is (k− 2)-time continuously differentiable
on (0,∞), (−1)nb(n)(t) ≥ 0 for t > 0 and 0 ≤ n ≤ k − 2 and (−1)k−2b(k−2) is
nonincreasing and convex, see [22, Definition 3.4].

Assumption 2.4. The kernel 0 ̸= b ∈ L1
loc(R+) is of subexponential growth, 2-

regular, sectorial of angle less than π/2 and the boundary function of its Laplace

transform g(k) = limε→0 b̂(ε+ ik) satisfies the following growth conditions.

(1) k 7→ g(k)/(|k|+ |g(k)|) ∈ Lp(R) for some 1 ≤ p < ∞.
(2) There exists C > 0 and 1 < ρ < 2 such that for all µ > 0

(2.1)

∫ ∞

0

|g(k)|
(|k|+ µ|g(k)|2

dk ≤ C/µ

and

(2.2)

∫ ∞

0

|k2g′′′(k)|+ |kg′′(k)|+ |g′(k)|+ 1/µ

(|k|+ µ|g(k)|)2
dk ≤ C/µ1+1/ρ.

Remark 2.5. We would like to mention that if b is 4-monotone, limt→∞ b(t) = 0,
and

(2.3) lim sup
t→0,∞

1
t

∫ t

0
sb(s) ds∫ t

0
−sḃ(s) ds

< +∞,

then Assumption 2.4 is satisfied with

(2.4) ρ := 1 +
2

π
sup{|arg b̂(λ)|, Reλ > 0} ∈ (1, 2),

see Lemma 4.2. An important example, as mentioned in the introduction is the
kernel b(t) = 1

Γ(ρ−1) t
ρ−2e−ηt, 1 < ρ < 2 and η ≥ 0. When η = 0, then the
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corresponding equation (1.1) can be viewed as a fractional-in-time stochastic equa-
tion. Note however that, in general, the kernel does not have to be analytic, highly
smooth or even positive. As an example, for 1 < ρ < 2, consider the kernel with
finite history defined by

(2.5) b(t) =

{
(t(ρ−2)/3 − 1)3 for 0 < t < 1

0 for t ≥ 1.

Then b is 4-monotone, limt→∞ b(t) = 0, and (2.3) is satisfied. Furthermore ρ
specified in (2.4) coincides with ρ given in (2.5).

Another example is the function with Laplace transform

b̂(λ) =
1

λ0.4 + 0.4
(

1
(λ+1)5 − 1

) .
One can check numerically that the Laplace transform satisfies Assumption 2.4 but
is not completely monotonic as its fourth derivative is not positive. Furthermore, ρ
in (2.2) is equal to 1.4 which is smaller than the ρ obtained via the sectorial formula
(2.4), around ≈ 1.874.

Having symmetric elliptic operator in mind we consider the following assumption
on A.

Assumption 2.6. The operator A : D(A) ⊂ H → H is an unbounded, densely
defined, linear, self adjoint operator with compact inverse.

Next, we introduce fractional order spaces and norms. It is well known that our
assumptions on A imply the existence of a sequence of nondecreasing positive real
numbers {λk}k≥1 and an orthonormal basis {ek}k≥1 of H such that

Aek = λkek, lim
k→+∞

λk = +∞.

In a standard way we introduce the fractional powers As, s ∈ R, of A as

Asv =
∞∑
k=1

λs
k(v, ek)ek, D(As) =

{
v ∈ H : ∥Asv∥2 =

∞∑
k=1

λ2s
k (v, ek)

2 < ∞
}

and spaces Ḣβ = D(Aβ/2) with inner product (u, v)Ḣβ = (A
β
2 u,A

β
2 v) and induced

norms ∥v∥Ḣβ = ∥Aβ/2v∥. More precisely, when β < 0 we set Ḣβ to be the com-

pletion of H with respect to the norm ∥ · ∥Ḣβ . The spaces Ḣβ are Banach spaces

and, for β > 0, the space Ḣ−β is isometrically isomorphic to the dual space of Ḣβ .
It is well-known that if −A is the Dirichlet Laplacian on H = L2(O), where O is a
bounded domain in Rd with smooth boundary, then for 0 ≤ β < 1/2 we have that

Ḣβ = Hβ and for 1/2 < β ≤ 2 that Ḣβ = {u ∈ Hβ : u|∂O = 0}, where Hβ denotes
the standard Sobolev space of order β.
With the fractional order spaces introduced we let L2

0,r denote the space of Hilbert-

Schmidt operators T : U0 → Ḣr endowed with its natural norm

∥T∥2L0
2,r

=

∞∑
k=1

∥Tfk∥2Ḣr ,

where {fk} is any orthonormal basis for U0.
With the above preparation we make assumptions on the data analogous to those
for parabolic equations [10, 17, 21] taking into account the smoothing effect of
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the resolvent operator S so that the strict Lipschitz assumptions can be relaxed.
The degree of smoothing heavily relies of the convolution kernel b and hence the
appearance of the parameter ρ from Assumption 2.4.

Assumption 2.7. Let ρ ∈ (1, 2) as in Assumption 2.4, r < 1 and p ≥ 2. We sup-

pose that the initial data u0 is Ḣr+ 1
ρ -valued F0-measurable with u0 ∈ Lp(Ω; Ḣr+ 1

ρ ).

For a discussion on the initial regularity, see Remark 3.8.

Assumption 2.8. Let ρ ∈ (1, 2) as in Assumption 2.4 and r < 1. Suppose that

F : Ḣr−1+ 1
ρ → Ḣ−1+r and G : Ḣr−1+ 1

ρ → L0
2 satisfy G(Ḣr−1+ 1

ρ ) ⊂ L0
2,r−1+ 1

ρ

and

∥F (x)− F (y)∥Ḣ−1+r ≤ C∥x− y∥
Ḣ

r−1+ 1
ρ
,(2.6)

∥G(x)−G(y)∥L0
2
≤ C∥x− y∥

Ḣ
r−1+ 1

ρ
,(2.7)

∥G(x)∥L0

2,r−1+ 1
ρ

≤ C(1 + ∥x∥
Ḣ

r−1+ 1
ρ
)(2.8)

Note that (2.6) implies the linear growth bound

∥F (x)∥Ḣ−1+r ≤ C(1 + ∥x∥
Ḣ

r−1+ 1
ρ
), x ∈ Ḣr−1+ 1

ρ .

Remark 2.9. If F : H → H and G : H → L0
2 are globally Lipschitz continuous,

then one may choose r = 1− 1
ρ and then (2.7) implies (2.8).

For a discussion and for specific examples of the type of conditions appearing in
Assumption 2.8 we refer to [10].

2.3. Resolvent family. Under the assumptions on A and b it follows from [22,
Corollary 1.2] that there exists a strongly continuous family {S(t)}t≥0 such that
the function u(t) = S(t)u0, u0 ∈ H, is the unique solution of

u(t) +A

∫ t

0

B(t− s)u(s) ds = u0, t ≥ 0,

with B(t) =
∫ t

0
b(s)ds. In fact, [22, Theorem 3.1] even shows that t → u(t) = S(t)u0

is differentiable for t > 0 and u0 ∈ H and hence it is the unique solution of

u̇(t) +A

∫ t

0

b(t− s)u(s) ds = 0, t > 0; u(0) = u0.

Note that the resolvent family does not satisfy the semi-group property because of
the presence of a memory term. Nevertheless, it can be written explicitly as

(2.9) S(t)v =
+∞∑
k=1

sk(t)(v, ek)ek, , v ∈ H,

where the functions sk(t) are the solutions of the ordinary differential equations

(2.10) ṡk(t) + λk

∫ t

0

b(t− s)sk(s) ds = 0, sk(0) = 1,

with {λk, ek} being the eigenpairs of A.
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3. Main results

We begin with the definition of mild solution. It is the stochastic version of the
deterministic variation of constants formula and is the analogue of the mild solution
notion used for SPDEs without a memory term, see [6, Chapter 7].

Definition 3.1 (Mild solution). We call an H-valued process {u(t)}t∈[0,T ] a mild
solution of (1.1) if the map Φu0 given by

Φu0(u)(t) := S(t)u0 +

t∫
0

S(t− s)F (u(s)) ds+

t∫
0

S(t− s)G(u(s)) dW (s), t ∈ [0, T ],

is well-defined and, for almost all t ∈ [0, T ], we have Φu0(u)(t) = u(t), almost surely.

The following result, which establishes the smoothing properties of the map Φu0 ,
contains the central tools for proving the main result of this paper.

Proposition 3.2. Suppose that Assumptions 2.4– 2.7 hold together with (2.6) and
(2.8) in Assumption 2.8. We set κ = (r − s − 1)ρ. Let T > 0, p ≥ 2, u0 ∈
Lp(Ω; Ḣr+ 1

ρ ) be Ḣr+ 1
ρ -valued F0-measurable and let {u(t)}t∈[0,T ] be a predictable

process with

u ∈ L∞([0, T ];Lp(Ω, Ḣr−1+1/ρ)).

Then, for s < r − 1 + 2
ρ and T > 0, we have that

(3.1) ∥Φu0(u)∥Cmin{ 1
2
, κ
2
+1}([0,T ];Lp(Ω;Ḣs))

≤ CT

(
1 + ∥u∥L∞([0,T ];Lp(Ω,Ḣr−1+1/ρ))

)
.

In particular,
(3.2)

∥Φ0(u)(t)∥Lp(Ω;Ḣs) ≤ CT t
min{ 1

2 ,
κ
2 +1}

(
1 + ∥u∥L∞([0,T ];Lp(Ω,Ḣr−1+1/ρ))

)
, t ∈ [0, T ].

Proof. We show (3.1) first. Let 0 ≤ t < t + h ≤ T . We first decompose the
increments of Φu0 as

Φu0(u)(t+ h)− Φu0(u)(t) = (S(t+ h)− S(t))u0 +

t+h∫
t

S(t+ h− σ)F (u(σ)) dσ

+

t∫
0

(S(t+ h− σ)− S(t− σ))F (u(σ)) dσ

+

t+h∫
t

S(t+ h− σ)G(u(σ)) dW (σ)

+

t∫
0

(S(t+ h− σ)− S(t− σ))G(u(σ)) dW (σ)

=:I1 + I2 + I3 + I4 + I5.
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To bound I1, we use (4.11) and Assumption 2.7 to conclude that
(3.3)

∥I1∥Lp(Ω;Ḣs) =

∥∥∥∥∥∥
t+h∫
t

Ṡ(η)u0 dη

∥∥∥∥∥∥
Lp(Ω;Ḣs)

=

∥∥∥∥∥∥
t+h∫
t

A
s−r−1/ρ

2 Ṡ(η)A
r+1/ρ

2 u0 dη

∥∥∥∥∥∥
Lp(Ω;H)

≤C

t+h∫
t

ηmin{− 1
2 ,

r+ 1
ρ
−s

2 −1} dη ∥u0∥
Lp(Ω;Ḣ

r+ 1
ρ )

≤C

t+h∫
t

ηmin{− 1
2 ,

κ
2 } dη ∥u0∥

Lp(Ω;Ḣ
r+ 1

ρ )

≤ Chmin{ 1
2 ,

κ
2 +1}∥u0∥

Lp(Ω;Ḣ
r+ 1

ρ )
,

as κ
2 <

r+ 1
ρ−s

2 − 1 < − 1
2 if and only if s > r+ 1

ρ − 1. The term I2 can be estimated

using (4.9) and (2.6) from Assumption 2.8 as

∥I2∥Lp(Ω;Ḣs) ≤

∥∥∥∥∥∥
t+h∫
t

A
s+1−r

2 S(t+ h− σ)A
r−1
2 F (u(σ)) dσ

∥∥∥∥∥∥
Lp(Ω;H)

≤C

t+h∫
t

(t+ h− σ)min{0,κ2 } dσ

(
1 + ∥u∥

L∞(0,T ;Lp(Ω;Ḣ
r−1+ 1

ρ ))

)

≤Chmin{1,κ2 +1}
(
1 + ∥u∥

L∞(0,T ;Lp(Ω;Ḣ
r−1+ 1

ρ ))

)
.

For I3, by (4.10), (4.15) and (2.6) from Assumption 2.8 we have that

∥I3∥Lp(Ω;Ḣs) =

∥∥∥∥∥∥
t∫

0

t+h∫
t

A
s+1−r

2 Ṡ(η − σ) dηA
r−1
2 F (u(σ)) dσ

∥∥∥∥∥∥
Lp(Ω;H)

≤C

t+h∫
t

t∫
0

(η − σ)min{−1,κ2 −1} dσ dη

(
1 + ∥u∥

L∞(0,T ;Lp(Ω;Ḣ
r−1+ 1

ρ ))

)

≤C

t+h∫
t

t∫
0

(η − σ)min{− 3
2 ,

κ
2 −1} dσ dη

(
1 + ∥u∥

L∞(0,T ;Lp(Ω;Ḣ
r−1+ 1

ρ ))

)

≤Chmin{ 1
2 ,

κ
2 +1}

(
1 + ∥u∥

L∞([0,T ];Lp(Ω;Ḣ
r−1+ 1

ρ ))

)
.



SEMILINEAR STOCHASTIC VOLTERRA EQUATIONS 9

Similarly, by (4.9), Proposition 2.1 and (2.8) from Assumption 2.8, we obtain

∥I4∥Lp(Ω;Ḣs) ≤

∥∥∥∥∥∥
t+h∫
t

A
s−r+1−1/ρ

2 S(t+ h− σ)A
r−1+1/ρ

2 G(u(σ)) dW (σ)

∥∥∥∥∥∥
Lp(Ω;H)

≤C

∥∥∥∥∥∥∥
 t+h∫

t

(t+ h− σ)min{0,κ+1}∥A
r−1+1/ρ

2 G(u(σ))∥2L0
2
dσ


1
2

∥∥∥∥∥∥∥
Lp(Ω;R)

≤Chmin{ 1
2 ,

κ
2 +1}

(
1 + ∥u∥L∞([0,T ];Lp(Ω;Ḣr−1+1/ρ))

)
.

To bound I5 we use (4.10), (4.16) together with Proposition 2.1 and (2.8) from
Assumption 2.8 to get

∥I5∥Lp(Ω;Ḣs) =

∥∥∥∥∥∥
t∫

0

t+h∫
t

Ṡ(η − σ) dη G(u(σ)) dW (σ)

∥∥∥∥∥∥
Lp(Ω;Ḣs)

≤
t+h∫
t

∥∥∥∥∥∥
t∫

0

A
s−r+1−1/ρ

2 Ṡ(η − σ)A
r−1+1/ρ

2 G(u(σ)) dW (σ)

∥∥∥∥∥∥
Lp(Ω;Ḣs)

dη

≤C

t+h∫
t

∥∥∥∥∥∥∥
 t∫

0

(η − σ)min{−1,κ−1}∥G(u(σ))∥2L0
2,r−1+1/ρ

dσ


1
2

∥∥∥∥∥∥∥
Lp(Ω;R)

dη

≤C

t+h∫
t

∥∥∥∥∥∥∥
 t∫

0

(η − σ)min{−2,κ−1}∥G(u(σ))∥2L0
2,r−1+1/ρ

dσ


1
2

∥∥∥∥∥∥∥
Lp(Ω;R)

d η

≤Chmin{ 1
2 ,

κ
2 +1}

(
1 + ∥u∥L∞([0,T ];Lp(Ω;Ḣr−1+1/ρ))

)
.

This finishes the proof of (3.1). Finally (3.2) follows from (3.1) noting that Φ0(u)(0) =
0.

�

The next theorem constitutes the main result of the paper establishing the exis-
tence and uniqueness of smooth mild solutions of (1.1).

Theorem 3.3. Suppose that Assumptions 2.4–2.8 hold. Let p ≥ 2 and T > 0.
Then, there exists a unique mild solution

u ∈ Cmin{ 1
2 ,

κ
2 +1}([0, T ];Lp(Ω; Ḣs))

of (1.1) for all s < r − 1 + 2
ρ and κ = (r − s− 1)ρ.

Proof. Step 1: existence and uniqueness. Let first s := r − 1 + 1/ρ. For T > 0 we
define

XT := {u ∈ L∞([0, T ];Lp(Ω; Ḣs)) : u is predictable}.
Since Φu0(u)(t) = Φ0(u)(t) + S(t)u0 we have, by (3.2) of Proposition 3.2, that
Φu0(u) ∈ XT if u ∈ XT . Next, for some α > 0 we introduce an equivalent norm on
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XT by

∥u∥XT,α
:= sup

t∈[0,T ]

(
e−αt∥u(t)∥Lp(Ω:Ḣs)

)
.

We will show that Φu0 is a contraction in XT with respect to the norm ∥ · ∥XT,α
for

suitable α > 0; that is, we show that there is α > 0 such that

∥Φu0(u)− Φu0(v)∥XT,α
≤ K∥u− v∥XT,α

, K < 1.

In order to estimate the norm of the difference, we write

Φu0(u)(t)− Φu0(v)(t) =

t∫
0

S(t− σ) (F (u(σ))− F (v(σ))) dσ

+

t∫
0

S(t− σ) (G(u(σ))−G(v(σ))) dW (σ)

=:I1 + I2.

Let 1 < q̃ < 2 fixed and let p̃ such that 1
p̃ + 1

q̃ = 1. Then, using Assumption 2.8

and (4.9) from Lemma 4.4 together with Hölder’s inequality we have

∥I1∥XT,α

≤ sup
t∈[0,T ]

∥
t∫

0

e−α(t−σ)e−ασA
1
2ρS(t− σ)A

r−1
2 (F (u(σ))− F (v(σ))) dσ∥Lp(Ω;H)

≤ sup
t∈[0,T ]

C

t∫
0

e−α(t−σ)(t− σ)−
1
2 dσ ∥u− v∥XT,α

≤ C

(
1

αp̃

) 1
p̃

T− 1
2+

1
q̃ ∥u− v∥XT,α

.

Similarly, let q̄ > 1 such that q̄sρ < 1. This is possible as, since r < 1, we have
sρ = rρ− ρ+1 < 1. Let q̄ such that 1

p̄ + 1
q̄ = 1. Then, using again Assumption 2.8

and (4.9) from Lemma 4.4 together with Hölder’s inequality, we have

∥I2∥XT,α

≤ sup
t∈[0,T ]

∥∥∥∥∥∥∥
 t∫

0

e−α(t−σ)e−ασ∥A s
2S(t− σ) (G(u(σ))−G(v(σ))) ∥2L0

2
dσ


1
2

∥∥∥∥∥∥∥
Lp(Ω)

≤ C sup
t∈[0,T ]

 t∫
0

e−α(t−σ)(t− σ)min{0,−sρ} dσ


1
2

∥u− v∥XT,α

≤ C

(
1

αp̄

) 1
p̄

Tmin{ 1
2 ,

−q̄sρ+1
2 }∥u− v∥XT,α

.

Thus, choosing α > 0 large enough it follows that Φu0 is a contraction with respect
to the norm ∥ · ∥XT,α

and hence, by Banach’s fixed point theorem, there is unique
solution u ∈ XT .
Step 2: regularity. Finally, the smoothing estimate (3.1) of Proposition 3.2 yields

u ∈ Cmin{ 1
2 ,

κ
2 +1}([0, T ];Lp(Ω; Ḣs))
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for all s < r − 1 + 2
ρ and κ = (r − s− 1)ρ. �

Remark 3.4. The mild solution in Theorem 3.3 is only unique as an element of the
space XT .

Remark 3.5. The regularity obtained in Theorem 3.3 is consistent with the results
form [10, 17] in the sense that when b(t) = 1

Γ(ρ−1) t
ρ−2, then in the limit ρ → 1 we

recover the results in memoryless case.

Corollary 3.6 (Pathwise regularity). Suppose that Assumptions 2.4–2.8 hold. Let
s < r − 1 + 2

ρ , κ = (r − s − 1)ρ and p > 2 is such that min{ 1
2 ,

κ
2 + 1} − 1

p > 0.

Then the unique mild solution u of (1.1) has a continuous modification ũ with

ũ ∈ Lp(Ω;Cβ([0, T ]; Ḣs)) for all β < min{ 1
2 ,

κ
2 + 1} − 1

p . In particular, ũ ∈
Lp(Ω;C([0, T ]; Ḣs)).

Proof. The statement follows from Theorem 3.3 and Proposition 2.3. �

Remark 3.7 (The border case s = r − 1 + 2
ρ ). Here, we briefly comment on the

on the mean-p continuity of u with values in Ḣr−1+ 2
ρ . If r = 1 − 1

ρ , then we

are in the classical global Lipschitz situation for G and the linear growth condi-
tion (2.8) follows from (2.7). Hence both the Lipschitz and linear growth estimate
for G is given with respect to the same norms. If Assumption 2.7 on the initial
data holds for some p ≥ 2, the using the already established fact from Theo-
rem 3.3 that u ∈ C

1
2 ([0, T ];Lp(Ω;H)) together with the smoothing estimates (4.9)

and (4.10), and Lemma 4.5 one can verify that u ∈ C([0, T ];Lp(Ω, Ḣ
1
ρ ) using

analogous arguments as in the semigroup case in [17]. For treating the general
case r < 1 one has to impose two extra conditions. Firstly, the extra assumption

G ∈ C(Ḣr−1+ 1
ρ ;L2

0,r−1+ 1
ρ

) (but not necessarily Lipschitz) has to be fulfilled as for

general r the linear growth and Lipschitz conditions are not compatible. Secondly,
Assumption 2.7 on the initial data has to hold for some p > 2 in order to obtain a

version ũ of u with ũ ∈ Lp(Ω;C([0, T ]; Ḣr−1+ 1
ρ )) via Corollary 3.6. Then, again one

can argue in a similar fashion as in [17], using that u ∈ C
1
2 ([0, T ];Lp(Ω, Ḣr−1+ 1

ρ ))
together with the smoothing estimates (4.9) and (4.10), and Lemma 4.5, to conclude

that u ∈ C([0, T ];Lp(Ω, Ḣr−1+ 2
ρ ).

Remark 3.8 (Initial data). Suppose that b satisfies the sufficient conditions (for
Assumption 2.4) laid out in Remark 2.5 and, in addition, the kernel b further obeys

(3.4) b̂(λ) ∼ λ1−ρ as λ → ∞.

An example of a kernel b satisfying this is b(t) = 1
Γ(ρ−1) t

ρ−2e−ηt, 1 < ρ < 2 and

η ≥ 0. Let us note that thanks to [19, estimate (3.6)], we always have that

(3.5) b̂(λ) ≥ cλ1−ρ, λ > 1.

where ρ ∈ (1, 2) is defined in (2.4). Therefore, the additional the assumption (3.4)

on the asymptotic behaviour of b̂ really reads as

b̂(λ) ≤ Cλ1−ρ, λ > 1.

It follows from (3.4) via a Tauberian theorem for the Laplace transform, that

(3.6) ∥b∥L1(0,t) ≤ Ctρ−1.
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This estimate can be used to prove (4.12) in Lemma 4.4 which then shows an

improved smoothing behavior of Ṡ compared to (4.11). The only place where (4.11)
gets used is the estimate (3.3) where we could then use (4.12) instead. Therefore,

if (3.4) is fulfilled then the assumption u0 ∈ Lp(Ω; Ḣr+ 1
ρ ) on the initial data from

Assumption 2.7 can be replaced by a weaker assumption u0 ∈ Lp(Ω; Ḣr−1+ 2
ρ )

(which in fact corresponds to the regularity of u) throughout the paper.

3.1. Additive noise. Although the conditions on the data are tailored to the
semilinear, multiplicative noise case, we state the regularity results for the special
case of additive noise with zero initial data and F ≡ 0. We set U = H and define

WS(t) :=

∫ t

0

S(t− s) dW (s).

These results are interesting on their own and, for example, in [1], the existence of
maximal type spatial regularity results for WS are part of the set of hypothesis for
obtaining existence and uniqueness results for the nonlinear equations. Here we give
a set of conditions on b and Q which imply a certain spatial regularity. The result
is consistent with the pointwise-in-time spatial regularity result [15, Theorem 3.6]
but, as usual for these kind of results, the right endpoint for the regularity interval
not included.

Corollary 3.9 (Additive trace class noise). Suppose that Assumption 2.4 holds

and assume further that Q : H → H is such that A
r−1+ 1

ρ
2 Q

1
2 is a Hilbert-Schmidt

operator on H for some r ∈ [1 − 1
ρ , 1). Let s < r − 1 + 2

ρ and κ = (r − s − 1)ρ.

Then, there is a continuous modification W̃S of WS. Furthermore, if p > 2 is
such that min{1

2 ,
κ
2 + 1} − 1

p > 0, then W̃S ∈ Lp(Ω;Cβ([0, T ]; Ḣs)) for all β <

min{1
2 ,

κ
2 + 1} − 1

p . In particular, W̃S ∈ Lp(Ω;C([0, T ]; Ḣs)) for all p ≥ 1; that is,

there is C = C(T, s, p) > 0 such that

(3.7) E sup
t∈[0,T ]

∥W̃S(t)∥pḢs
≤ C, for all s < r − 1 +

2

ρ
.

Proof. The statement follows from Corollary 3.6 when setting U = H, u0 = 0,
F ≡ 0 and G(x) ≡ I. �

We end this section with a discussion of a special instance of (1.1) to show the
flexibility of the abstract framework.

Remark 3.10 (Space-time white noise). As in Corollary 3.9, suppose that Assump-
tion 2.4 holds. Let H = L2(0, 1), let A be the Dirichlet Laplacian on L2(0, 1) with
D(A) = H2(0, 1) ∩H1

0 (0, 1), and let u0 = 0, F ≡ 0 and G(x) ≡ I (where I is the
identity of H). We would like to consider a driving process W given by the formal
series W (t) =

∑∞
k=1 fkβk(t), where βk are real valued independent standard Brow-

nian motions and {fk} is an orthonormal basis of H. With the notation of Remark

2.2 we have Q̃ = I, which is not of trace class. We choose the space U = Ḣ−γ for
γ > 1

2 and the embedding J : Q̃
1
2 (H) = H → U given by J = A− γ

2 . Taking into
account the asymptotics of the eigenvalues of A we have that J is Hilbert-Schmidt
and hence Q := JJ∗ is trace class. Then, as already mentioned in Remark 2.2 the
Cameron-Martin space of Q and the Cameron-Martin space of Q̃ are isometrically
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isomorphic and hence U0
∼= H. Then assumption (2.8) is satisfied if

∥I∥L0

2,r−1+ 1
ρ

=

∞∑
k=1

∥A
r−1+ 1

ρ
2 ek∥2 =

∞∑
k=1

λ
r−1+ 1

ρ

k ∼
∞∑
k=1

k2(r−1+ 1
ρ ) < ∞,

whence r < 1
2−

1
ρ . Therefore, using Corollary 3.6, we have that there is a continuous

modification W̃S of WS . Furthermore, if s < 1
ρ − 1

2 , κ = (− 1
2 − 1

ρ − s)ρ and if

p > 2 is such that min{1
2 ,

κ
2 + 1} − 1

p > 0, then W̃S ∈ Lp(Ω;Cβ([0, T ]; Ḣs)) for all

β < min{ 1
2 ,

κ
2 +1}− 1

p . In particular, W̃S ∈ Lp(Ω;C([0, T ]; Ḣs)) for all p ≥ 1; that

is, there is C = C(T, s, p) > 0 such that

(3.8) E sup
t∈[0,T ]

∥WS(t)∥pḢs
≤ C for all s <

1

ρ
− 1

2
.

Remark 3.11. The maximal type estimates (3.7) and (3.8) are consistent with the
pointwise-in-time bounds obtained in [15, Theorem 3.6] for p = 2.

4. Appendix

Here we first derive the crucial bounds on the second derivative of the solution
of the scalar problem

ṡµ(t) + µ

t∫
0

b(t− s)sµds = 0, sµ(0) = 1, µ > 0.(4.1)

These then yield the norm bound (4.10) in Lemma 4.4, on the derivative of the
solution of the linear, homogeneous deterministic problem via a spectral decompo-
sition (2.9). Recall the following important result regarding L1 bounds for Laplace
transforms which is essentially follows from [9, Theorem 4.3].

Proposition 4.1. Let r be an analytic function in the right halfplane with boundary
function g(x) = limε→0 r(ε + ix) for all x ∈ R. If g is of bounded variation and
g ∈ Lp(R) for some 1 ≤ p < ∞, then there exists f ∈ L1(R+) with

∫∞
0

e−λtf(t) dt =
r(λ) and

∥f∥L1(R+) ≤
1

2
∥g′∥L1(R).

The next lemma shows that it is possible to give a simple set of conditions on

the convolution kernel b, rather than on b̂, so that the kernel satisfies Assumption
2.4.

Lemma 4.2. If 0 ̸= b ∈ L1
loc(R+) is 4-monotone, limt→∞ b(t) = 0 and satisfies

(2.3), then b satisfies Assumption 2.4.

Proof. It follows from [22, Proposition 3.10] that for 3-monotone and locally inte-
grable kernels b, condition (2.3) is equivalent to (2.4) and thus b is sectorial of angle
less that π/2. Furthermore, 4-monotonicity implies 3-regularity ([22, Proposition
3.3]). By [22, Proposition 3.8],

|b̂(n)(λ)| ≤ C

∫ 1/|λ|

0

τnb(τ) dτ, Reλ > 0, n = 0, 1, 2, 3.
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In particular, it implies that g is bounded in a neighbourhood of infinity and hence

k 7→ g(k)
|k|+|g(k)| ∈ Lp(R) for all 1 < p < ∞. Furthermore, it also implies that

|λn−1b̂(n)(λ)| ≤ C|λ|n−1

∫ 1/|λ|

0

τnb(τ) dτ ≤ CΨ(1/|λ|), Reλ > 0, n = 1, 2, 3,

where Ψ(s) =
∫ s

0
tb(t) dt, s > 0. Then identically to the part of the proof of [19,

Proposition 6] that estimates the Hardy norms of h′
µ and h′′

µ we have (2.1) and
(2.2). �

Lemma 4.3. Suppose that the convolution kernel b satisfies Assumption 2.4. Then
there exists C0 > 0 such that

∥sµ∥L∞(R+) ≤ 1, µ > 0;(4.2)

∥sµ∥L1(R+) ≤ C0µ
−1/ρ; µ > 0,(4.3)

∥ṡµ∥L1(R+) + ∥ts̈µ∥L1(R+) ≤ C0; µ > 0,(4.4)

∥tṡµ∥L1(R+) + ∥t2s̈µ∥L1(R+) ≤ C0µ
−1/ρ; µ > 0.(4.5)

Proof. Since Re b̂(λ) ≥ 0 for Reλ > 0, we have that that the kernel b is of positive
type and hence (4.2) follows from [22, Corollary 1.2]. The estimate in (4.3) is a
direct consequence of the estimates on ṡµ in (4.4) and (4.5) as shown in the proof
of [4, Lemma 3.1]. Thus, we need to show that the Laplace transform of each of
the left hand terms in (4.4) and (4.5) has appropriate bounds; that is, that the
boundary function of their Laplace transforms are in Lp for some 1 ≤ p < ∞ and

that its derivative is in L1. Let F 1
µ = ̂̇sµ, f1

µ = t̂s̈µ, F
2
µ = t̂ṡµ and f2

µ = t̂2s̈µ. Then

F 1
µ(λ) =

λ

λ+µb̂(λ)
− 1 = −µ b̂(λ)

λ+µb̂(λ)
and

f1
µ(λ) =

d

dλ

(
µ

λb̂(λ)

λ+ µb̂(λ)
+ ṡµ(0)

)
= µ

µb̂(λ)2 + λ2b̂′(λ))

(λ+ µb̂(λ))2
,

whereas

F 2
µ = − d

dλ
F 1
µ = µ

λb̂′(λ)− b̂(λ)

(λ+ µb̂(λ))2

and

f2
µ =− d

dλ
f1
µ

=µ
µλ2b̂′′(λ)b̂(λ)− 2µλ2(b̂′(λ))2 + λ3b̂′′(λ)− 4λ2b̂′(λ) + 2µb̂(λ)2 + 4λb̂(λ)

(λ+ µb̂(λ))3
.

(4.6)

We also need estimates for

d

dλ
F 2
µ(λ) =µ

λb̂′′(λ)(λ+ µb̂(λ)) + 2
(
b̂(λ)− λb̂′(λ)

)(
µb̂′(λ) + 1

)
(λ+ µb̂(λ))3

(4.7)
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and

d

dλ
f2
µ(λ) =µλ2λ

2b̂(3)(λ) + 6µ2b̂′(λ)3 + 6µb̂′(λ)2 − 6λµb̂′(λ)b̂′′(λ)

(λ+ µb̂(λ))4

+ µ2b̂(λ)2
λ2µb̂(3)(λ) + 6λµb̂′′(λ) + 6µb̂′(λ) + 6

(λ+ µb̂(λ))4

+ 2λµ2b̂(λ)
−6µb̂′(λ)2 + λ

(
λb̂(3)(λ) + 3b̂′′(λ)

)
− 3b̂′(λ)

(
λµb̂′′(λ) + 2

)
(λ+ µb̂(λ))4

.

(4.8)

As b is sectorial, there exists C such that |λ+µb̂(λ)| ≥ C(|λ|+µ|b̂(λ)|). Use the 2-

regularity of b; that is, |λnb̂(n)(λ)| ≤ C|b̂(λ)|, n ≤ 2, to obtain that F 1
µ , f

1
µ ∈ Hp(R)

for some 1 ≤ p < ∞ and∫ ∞

0

∣∣F 2
µ(ik)

∣∣ dk ≤ Cµ

∫ ∞

0

|g(k)|
(|k|+ µ|g(k)|)2

dλ ≤ C.

The same estimate holds for f2
µ = − d

dλf
1
µ and hence by Assumption 2.4 and Propo-

sition 4.1 we have on one hand (4.4) and on the other, f2
µ and F 2

µ ∈ H1. Again
using 2-regularity it is straight-forward to see that∣∣∣∣ ddλF 2

µ(λ = ik)

∣∣∣∣+ ∣∣∣∣ ddλf2
µ(λ = ik)

∣∣∣∣ ≤ Cµ
|k|2|g′′′(k)|+ |k||g′′(k)|+ |g′(k)|+ 1/µ

(|k|+ µ|g(k)|)2

and hence by Assumption 2.4 and Proposition 4.1 we obtain (4.5).
�

The next set of results specifies the smoothing properties of the solution of the
linear, homogeneous, deterministic problem.

Lemma 4.4. Suppose that the convolution kernel b satisfies Assumption 2.4. Then

∥AsS(t)∥L(H) ≤ Ct−sρ, t > 0, s ∈ [0, 1/ρ],(4.9)

∥AsṠ(t)∥L(H) ≤ Ct−sρ−1, t > 0, s ∈ [0, 1/ρ],(4.10)

∥A−sṠ(t)∥ ≤ C∥b∥sL1(0,t)t
s−1, s ∈ [0, 1].(4.11)

In particular, if b satisfies the sufficient conditions (for Assumption 2.4) laid out
in Remark 2.5 together with (3.4), then

∥A−sṠ(t)∥L(H) ≤ Ctρs−1, t > 0, s ∈ [0, 1].(4.12)

Proof. Estimate (4.9) follow from the scalar estimates in Lemma 4.3 and we refer
to the proof of [15, Proposition 2.5] for details. Theorem [22, Theorem 3.1] shows

that under Assumptions 2.6 and 2.4 there is C > 0 such that ∥Ṡ(t)∥ ≤ Ct−1, for all
t > 0. Then (4.11) follows easily from (4.2) and again we refer to the proof of [15,
Proposition 2.5] for further details. The bound in (4.12) follows from (4.11) using
(3.6) from Remark 3.8. To show (4.10) first note that s = 0 is included in (4.12).
Next, we use Lemma 4.2 and Hölder’s inequality to conclude that, for 0 < δ < 1,∫ ∞

0

tδ+1|s̈µ(t)| dt =
∫ ∞

0

|t2s̈µ(t)|δ|ts̈µ(t)|1−δ dt

≤
(∫ ∞

0

|t2s̈µ(t)| dt
)δ (∫ ∞

0

|ts̈µ(t)|dt
)1−δ

≤ C0µ
− δ

ρ , µ > 0.
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Note that this estimate also holds for δ = 1, by (4.5). Therefore, taking into account
that limt→∞ ṡµ(t) = 0 by (4.11) with s = 0, we have that

|ṡµ(t)| =
∣∣∣∣∫ ∞

t

s̈µ(r) dr

∣∣∣∣ = ∣∣∣∣∫ ∞

t

r−δ−1rδ+1s̈µ(r) dr

∣∣∣∣ ≤ C0t
−δ−1µ− δ

ρ .

That is,

|µsṡµ(t)| ≤ C0t
−1−ρs, 0 < s ≤ 1

ρ
.

Hence,

∥AsṠ(t)x∥2 =
∞∑
k=1

(λs
kṡλk

(t))
2
(x, ek)

2 ≤ C0t
−2−2ρs∥x∥2

and (4.10) follows.
�

The next lemma is key to be able to consider the border case in Remark 3.7.

Lemma 4.5. If the kernel b satisfies Assumption 2.4 and x ∈ Lp(Ω; Ḣr−1), then
the function

t 7→
∫ t

0

S(σ)x dσ ∈ C([0,∞);Lp(Ω; Ḣr−1+2/ρ)).

Moreover, the following estimate holds∥∥∥∥∥∥
t∫

0

S(σ)x dσ

∥∥∥∥∥∥
Lp(Ω;Ḣr−1+2/ρ)

≤ C∥x∥Lp(Ω;Ḣr−1), t > 0.(4.13)

Furthermore, if G ∈ Lp(Ω;L2
0,Ḣr−1+1/ρ), then the function

t 7→
∫ t

0

S(t− σ)G dW (σ) ∈ C([0,∞);Lp(Ω; Ḣr−1+2/ρ).

Moreover, the following estimate holds∥∥∥∥∥∥
t∫

0

S(t− σ)G dW (σ)

∥∥∥∥∥∥
Lp(Ω;Ḣr−1+2/ρ)

≤ C∥G∥Lp(Ω;L2

0,Ḣr−1+1/ρ
), t > 0.(4.14)

Proof. Estimate (4.13) follows from the calculation, taking into account (4.3),∥∥∥∥∥∥
t∫

0

S(σ)xdσ

∥∥∥∥∥∥
2

Lp(Ω;Ḣr−1+2/ρ)

=

∥∥∥∥∥∥
t∫

0

A
1
ρS(σ)A

r−1
2 xdσ

∥∥∥∥∥∥
2

Lp(Ω;H)

=

∥∥∥∥∥∥∥
 ∞∑

k=1

t∫
0

λ
1
ρ

k sλk
(σ) dσ

2

(A
r−1
2 x, ek)

2

∥∥∥∥∥∥∥
Lp(Ω)

≤C∥x∥2
Lp(Ω;Ḣr−1)

.

Continuity is standard now. Finally, (4.14) can be shown in a similar fashion as
[15, Theorem 3.6] and continuity follows again using standard arguments. �

Finally, we often make use of the following elementary estimate.
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Lemma 4.6. If κ ∈ (−2, 0) and h, t > 0, then there is C > 0 such that

(4.15)

t+h∫
t

t∫
0

(η − σ)
κ
2 −1dσdη ≤ Ch

κ
2 +1

and

(4.16)

t+h∫
t

 t∫
0

(η − σ)κ−1dσ


1
2

dη ≤ Ch
κ
2 +1.

Proof. We have that

t+h∫
t

t∫
0

(η − σ)
κ
2 −1dσdη = C

t+h∫
t

(η − t)
κ
2 − η

κ
2 dη ≤ C

t+h∫
t

(η − t)
κ
2 dη = Ch

κ
2 +1

and that

t+h∫
t

 t∫
0

(η − σ)κ−1dσ


1
2

dη =C

t+h∫
t

((η − t)κ − ηκ)
1
2 dη ≤ C

t+h∫
t

(η − t)
κ
2 dη ≤ Ch

κ
2 +1.

�
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